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The FORC framework 
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One of the key factors limiting the 
performance of magnets is that the 
coercivity and other parameters have a 
distribution with a finite width, and the 
reversal starts at the weakest link. 

We must first determine the distribution 
of coercivities to learn how to reduce the 
width of this distribution 

The FORC technique characterizes a system via the 
distribution the local coercivities Hc and in addition the 
local interaction fields Hb 

FORC captures these as a joint distribution ρ(Hc,Hb) 
instead of a product of two distributions, thus capturing 
underlying correlations        

Perfect Nd2Fe14B grain

µ0Hext
4.97 T

*saddle point

50 nm

T = 300 K



- Hysteretic behavior modeled as a collection of hysterons  
(Preisach 1935) 

- Hysterons are two state systems with an interaction field Hb 
and a coercivity Hc, with distribution ρ(Hc,Hb) 

M 

H 

1 

Hb 

2 Hc 

- Mathematical foundation: Mayergorz 1987  
- Phenomenology, modelling: Dellatorre, Vajda, Cardelli  

-  Assume coercivity & bias field distribution ρ(Hc,Hb) 
-  Fit parameters of ρ(Hc,Hb) to reproduce hysteresis loop 
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FORC basics – Building on Preisach modeling 



1.  Measure First Order Reversal Curves (FORCs) on sample 

2.  Select a model and simulate FORCs 

            

3. Determine ρ(H,HR) from both  
 
 
                
4. Evaluate/develop model based on  
how well simulated FORCs reproduce 
experimental FORCs 
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FORC basics 

UCDavis: Pike et al 1998; Katzgraber, GTZ PRL 2002; Winklhofer, GTZ 2006 
Iasi: Stancu 2003; Stoleriu, Postolache, Spinu 2003 - ….   
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FORC in the literature 



Outline 
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The evolution of theories for interacting systems: 

(1)   Mean field theory 

(2)   Controlled fluctuation expansion around mean field 

    Not available for FORC until recently 

1. Strong dipolar interaction: 

  1.1. Mean Field Theory of FORC  

  1.2 Controlled local fluctuations corrections 

  1.3 Test/verify theory experimentally on nanoparticle arrays 

2. Strong exchange interaction: 

   2.1 Analyze FORC diagrams in terms of nucleation 

   2.2 Establish phase diagram 
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Wishbone FORCs: Paradigm in Many Classes of Magnets 

The FORC diagram is the contour plot representation of
the distribution function (2), as we present in Fig. 1(b) using
ðH;HrÞ coordinates, or using the coercive field axis

Hc ¼ ðHa $ HbÞ=2 (3)
and the interaction field axis

Hu ¼ ðHa þ HbÞ=2 ¼ $Hi; (4)

as in the rotated plane from Fig. 1(c). In fact, Hu is the “bias
field” meaning the shift of the rectangular hysteresis loop as
considered in the CPM (see Fig. 1), but it is usually named
“interaction field,” with the comment that the real interaction
field is Hi ¼ $Hu.

III. ISING-TYPE MODEL FOR THE FORC DIAGRAMS

To give a physical interpretation of the nanowire arrays
FORC diagrams, we propose a very simple model that accounts
for state dependent interactions between wires.15,20 We
consider a rectangular nanowire array of 40& 40 ðN ¼ 1600Þ
cylindrical wires with the same length (L¼ 6 lm) and radius
(R¼ 40 nm) perfectly ordered in a 2-D square grid with the
constant a (interwire distance). Following Ref. 19, Nickel
nanowires with the length larger than 1 lm may be approxi-
mated as magnetic dipoles (macrospins) in an axial applied
field. In this case, inhomogeneous states of a nanowire are just
transient states, and at a given applied field, all nanowires are
homogeneously magnetized, not necessarily in the same
direction.

The magnetostatic interaction field, in axial direction z,
created by a macrospin, at distance x on the mediator of the
dipole is given by

Hz ¼
pR2LMs

ðx2 þ L2=4Þ3=2
; (5)

where Ms ¼ 485 emu=cm3 is the saturation magnetization
for Nickel used in the next simulations. The field created in
the center of each wire, Hzk ðk ¼ 1;NÞ is evaluated as the
sum of interaction fields created by all the other wires. When
the array is magnetically saturated in an axial applied field,
e.g., in the positive saturation state, the interaction field in
each wire is opposed to the applied field and it has a demag-
netizing effect. In all simulations, we have fixed the same ge-
ometrical parameters of the wires, and we have used
different interwire distances in order to obtain interaction
fields with various magnitudes. Real nanowire arrays show
inevitably slight non-uniformities of the geometrical charac-
teristics of the individual wires, small deviations from paral-
lelism and possible structural defects or imperfections that
can slightly modify the individual switching fields,36 so, to
account for that, a small dispersion of coercivities was con-
sidered in simulations for analyzed arrays. Our assumption
that all wires are geometrically identical is an approximation
for saving computational time, but a slight dispersion of co-
ercive fields could be attributed to defects and imperfections.
A normal distribution of the critical fields was chosen, with
the average field Hc0 ¼ 150 Oe and the standard deviation

Hcr ¼ 20 Oe, with Hck the individual intrinsic coercive
fields.

Due to the shape anisotropy, magnetic moments of the
nanowires, mk, are oriented parallel to the wire axis. Werns-
dorfer and coworkers18 have shown experimentally that the
magnetization reversal in an isolated Ni nanowire is a
nucleation-propagation process initiated at the ends of the
wire, with a switching time of about 10$8s. Micromagnetic
simulations performed by Hertel19 have confirmed the exper-
imentally observed switching process for a small set of mag-
netostatically coupled Ni nanowires, underlying the
influence of magnetostatic interactions on the switching
fields. Since the wires are switching very fast in contrast to
typical VSM measurement time (usually 1 s), we can approx-
imate this process with an instantaneous reversal of the mac-
rospin, when the coercive field is reached.

To calculate the descendent branch of the MHL, the
applied field, Happ, was initially set at a value ensuring the
positive saturation of the array, when the magnetic moments
of the nanowires are mk ¼ pR2LMs. Then the applied field is
successively diminished with a small field step and nano-
wires are randomly checked if they switch or not. If mk > 0
and the effective field Hef f ¼ Happ þ Hzk < $Hck then the
magnetic moment becomes mk ¼ $pR2LMs, and after each
switching event, the interaction fields are updated. In this
way, we can track the evolution of the interaction field that
each particle is subjected to, during the magnetization pro-
cess. We have actually defined a zero Kelvin (all the thermal
effects were neglected) Ising-type model in which intrinsic
anisotropies were taken into account. In Ref. 20, we named
this type of model Ising-Preisach to stress the links with

FIG. 2. Modeled FORC diagrams for different strengths of the interaction
fields set up by interwire distance (a), for 40& 40 nanowire arrays with
R¼ 40 nm, L¼ 6 lm, Ms¼ 485 emu/cm3, assuming normal distributed coer-
cive fields with the average Hc0¼ 150 Oe and the standard deviation
Hcr¼ 20 Oe.
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to the substrate. The magnetization was normalized by the
saturation magnetization. The FORC distribution generated
from this data is shown in Fig. 5!b". Again, Max denotes the
value of ! at the “irreversible peak,” which is located in the
case at about Hc=23 mT, Hb=20 mT. A large reversible
ridge can be seen on the Hc=0 axis. The most prominent
feature of the FORC distribution, aside from the reversible
ridge, is a two branch “wishbone” structure. The vertical
cross-section through this ridge is shown in Fig. 5!c". Two
negative “valleys” can be also be seen in Fig. 5!b": one at
high coercivity just below the Hb=0 axis, and another adja-
cent to the reversible ridge.
In the following sections we develop a qualitative under-

standing of the physical mechanisms which give rise to the
features of this measured FORC signature.

IV. MEAN FIELD MODELING

We next show that the wishbone structure of the FORC
signature in Fig. 5!b" can be qualitatively accounted for us-
ing a interacting hysteron model with a negative !antiparal-
lel" mean field and distributed coercivities. Let us begin with
a collection of N square and symmetric !zero bias" hysterons.
The state of the ith hysteron is denoted by si, which can take
values of ±1. The pillars in this array do not have a perfectly
uniform shape and size; they also likely contain a high den-
sity of defects, vacancies, and inhomogeneities. Therefore a
distribution of coercivities is expected. The coercivity of the
ith hysteron is denoted by hi

c. The distribution of coercivities
is denoted by f!hc". The total normalized magnetization of
the system is given by

M =# si/N . !5"

Since the magnetization of the nickel pillars is dominantly
oriented perpendicular to the plane of the substrate, then the
dipolar interaction is antiparallel to the direction of the mag-
netization. In this section we will represent this interaction
by a mean interaction field written as

Hint = − JM , !6"

where J is the magnitude of the total interaction field seen by
the hysterons in the saturated state. The total field is the sum
of the externally applied field H and Hint. In our algorithm
for calculating FORCs, the applied field H was initially
given a large value and the si were all set to +1. Then H is
lowered in small “field steps”. To obtain robust numerical
results with interacting systems, the size of the field steps
should be much smaller than the width of the coercivity dis-
tribution. Note that a “field step” is distinct from a “field

FIG. 4. Scanning electron micrograph of pillar sample.

FIG. 5. !a" The first-order reversal curve !FORC" data for nickel
pillar sample. To make it easier for the eye to resolve individual
curves, only 70 of the 140 measured FORCs are shown. !b" The
FORC distribution generated from this data. Max denotes the value
of the distribution at the “irreversible” peak located at about Hc
=23 mT, Hb=20 mT. On the Hc=0 vertical axis is a sharply peak
ridge due to reversible magnetization.!c" The vertical cross section
through the “reversible” ridge at Hc=0 as a function of Hb.

PIKE et al. PHYSICAL REVIEW B 71, 134407 !2005"

134407-4

Perpendicular recording 
media, Ross, Pike, GTZ, 
PRB (2005) 



Dipolar Interaction Strong: 
Mean Field appropriate 
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Proposition: Mean field theory can explain wishbone FORC 

 

We simulated a 100x100 dipole array with mean field interactions 
at T=0, determined FORC diagram  

Each dipole has its own anisotropy Hk
i 

Distribution D(Hk
i): rectangular, Gaussian 

Interaction - Mean Field: Hint
i= αM(H)   

Down-flip: H+Hint
i<-HK

i     

 Up-flip: H+Hint
i>HK

i  

Re-evaluate M(H), keep flipping until all dipoles stable 
Rotate from (H,HR) to (Hb,Hc) axes: HB=(Hup+Hdn)/2   HC=(Hup-Hdn)/2 



Non-Interacting Arrays – Ridge || Hc axis 

  

FORC ρ is not 0 when slope 
of neighboring FORCs is 
different  

Pi(HK
i) down-flips at Hdn

i=-HK
i 

and up-flips at Hup
i=HK

i   
1.  For rectangular D(Hk) 
neighboring FORCs match 
for most H:  
    -d(dM/dH)/dHR= ρ =0  

2. HR=-HK
i, Pi is last to down-flip, last to up-flip: 

dM/dH of last upflip unmatched by nearest HR:-d(dM/dH)/dHR>0: 

Number of unmatched last upflips = number of hysterons with Hk
i:  

FORC is a ridge along Hc: ρ(Hb=0,Hc)=D(HK), the coercivity  
      distribution 

Hk(min) 



Demagnetizing Arrays – Ridge || Hc axis 
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Fig. 3, Gilbert et. al. 

 

  

Htot=H+αM(H)      α<0 
P(Hk

min) unmatched (min)  

Hdn
min=-HK

min-αMS 

Hup
min=HK

min-αMS   
HB=(Hup+Hdn)/2   HC=(Hup-Hdn)/2 

Low HC end shifted by 

ΔHB=-αMS    ΔHC=0	



P(Hk
max) unmatched (max)  

Hdn
max=-Hk

max+αMS 

Hup
max=HK

max-αMS   

High HC end shifted by 

ΔHB=0    ΔHC=-αMS 
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Fig. 3, Gilbert et. al. 

 

  



Demagnetizing Arrays – Ridge  
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Fig. 3, Gilbert et. al. 

 

  

Last upflip fields shifted 
by interaction 

Htot=H+αM(H)      α<0 
Ridge modified by mean 
field: 

1. Low HC end shifted by 

ΔHB=-αMS off HC axis	



2. High HC end not 
shifted off Hc axis 

3. Ridge length increases 

Dobrota, Stancu (2013) 
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Fig. 3, Gilbert et. al. 

 

  



Demagnetizing Arrays – Edge || Hb axis 
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On every FORC P(Hk
min) first to upflip 

 
-No interaction: 1st upflips at H=Hk

min 
    Same matched field every FORC, ρ=0  
-Interaction: 1st upflip fields shifted, 
thus unmatched  
  Top FORC  
    H=HK

min-αMS, HR=-HK
min-αMS  

  Bottom FORC:  
    H=HK

min+αMS, HR=-HK
max+αMS  

 
First upflip fields are not matched 
- A ρ>0 edge forms by interaction, 
- Edge is tilted 
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Fig. 3, Gilbert et. al. 
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Fig. 3, Gilbert et. al. 

 

  



Demagnetizing Arrays–Negative FORC Region 
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Many FORCs exhibit negative regions 

 

Change rectangular D(HK) to Gaussian 
For decreasing half of Gaussian D(HK),  
the number of dipoles along FORCs is  
decreasing in the high HK region -   
Previously matching dM/dHs now decrease:  
Negative FORC ρ (only) in high HK region  

18 
 

  

 

Fig. 3, Gilbert et. al. 
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Fig. 3, Gilbert et. al. 

 

  



Demagnetizing Arrays – Mean Field Theory 
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Ridge: unmatched last upflip,            

Represents Hk coercivity distribution 

Edge: unmatched first upflip    

Represents interaction parameters  

Effects of Mean Field Interactions: 

1. Min HK end shifts to HB>0 

2. Max HK end stays at HB=0 

3. Ridge length increases by -αMS 

4. Edge develops to negative HR 

5. Negative region: from peaked D(HK)   

18 
 

  

 

Fig. 3, Gilbert et. al. 
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Fig. 3, Gilbert et. al. 

 

  



Beyond Mean Field: Nearest Neighbor Interaction 
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Controlled expansion around Mean Field: local fluctuations 

Include nearest neighbor non-mean field terms 

 

Supplemental 3: From left to right columns, simulated family of FORCs, FORC distributions and DC-
demagnetized remnant states are shown for systems with (a-c) nearest neighbor (n.n.) demagnetizing; (d-f) mean-

field (m.f.) demagnetizing; (g-i) combined (m.f.+n.n.) demagnetizing; (j-l) n.n. magnetizing; (m-o) combined 
(m.f.+n.n.) magnetizing interactions. 

(dn1) positive saturation à checkerboard (↑↑↑ à ↑↓↑: Hint=2Hn.n.)  

(dn2) checkerboard à negative saturation (↓↑↓ à ↓↓↓: Hint= -2Hn.n.) 

(dn3) frust. checkerboard à frust. checkerboard (↓↑↑ à↓↓↑: Hint=0) 



Experimental Test of Mean Field Theory 

16	



(K. Liu, R. Dumas) 

Polycrystalline Co ellipses 

E-beam lithography 

Liftoff technique 

Major/minor axis: 220/110nm 

Created 50x50 micron array of ellipses 

Measure middle of the array to avoid edge effects  

-  magnetizing arrays 

-  demagnetizing arrays 

Varied coupling strength by varying separation: 150/200/250 nm 

  



Experiment vs. Mean Field Theory 
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SUMMARY, Part 1: Mean Field FORC 
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1. Developed Mean Field Theory of FORC technique 

2. Explained paradigmatic wishbone structure, present in many 
classes of magnets 

- Ridge: Represents Hk coercivity distribution 

- Edge: Represents interaction parameters  

3. Developed controlled fluctuation expansion around Mean Field 

4. Verified on controlled arrays of nanoparticles 



Demagnetizing Arrays - Ridge 
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2. Strong Exchange: Mean Field not appropriate: 
Boomerang FORCs 

 

 

platelet shaped sample as shown in Fig. 2(d). Remarkably
the FORC of the platelet sample reveals a simple structure of
a well defined peak broadened in two directions into a ridge
in a correlated manner as captured by the curvature of the
ridge, which yields itself to a much more transparent physi-
cal interpretation. Figure 2(d) closely resembles the FORC
diagram measured for the same magnetic material directly in
a platelet shape.

Figure 3 shows FORC curves simulated for a cubic sam-
ple. First order reversal curves were computed for 64 grains
with a diameter of 1 mm. The first-order anisotropy constants
K for each grain were taken randomly from a Gaussian distri-
bution with a mean of <K>¼ 4.2 MJ/m3 and a rK/<K> of
10%. The magnetization is m0Ms¼ 1.61 T and the exchange
constant is A¼ 7.7 pJ/m3. The thickness of the distorted
layer at grain boundaries is t¼ 0.51 nm. The easy axes were
uniformly distributed within a cone. The opening angle of
the cone is adjusted in order to achieve a given degree of
alignment f, where f ¼

P64
i¼1 cosðhiÞ=64 and hi is the mis-

alignment angle of grain i. The first order reversal curves
were averaged over 5 different realizations of K distributions
and then desheared with a demagnetizing factor of N¼ 0.33
as the experimental FORCs. The resulting FORC diagrams

are shown in Fig. 3. The resemblance between the measured
and the simulated FORCs is striking, suggesting that the
simulated model is capturing the physics of the experimental
samples with high fidelity.

Figure 3(a) shows magnet with medium degree of align-
ment of f¼ 0.83 and Fig. 3(b) shows the result for a magnet
with the same grain structure but an alignment of f¼ 0.93.
Visibly, increasing alignment increased the average value
of the coercivity distribution and decreased the width of this
distribution, both of them desirable for improving magnet per-
formance. Here a note of caution that our simulations do not
include thermal fluctuations, which may lead to a lower aver-
age coercive field at better alignments.
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Another two-branched FORC is observed on certain FeNdB permanent 
magnets where exchange is much stronger. 
 
We termed these FORCs “boomerangs” 
Boomerangs can be unmasked in large number of FORCs with deshearing 

Schrefl, Zimanyi et al, JAP (2012) 



Demagnetizing Arrays - Ridge Wishbone vs. Boomerangs 

 

 

Hc 

Hb 

Hc 

Hb 

Wishbone 
 
Ridge tracks Hc axis 
Edge tracks Hb axis 
High Hc end on Hc axis 
Ridge-edge angle < 90  

Boomerang 
 
Ridge 45 from Hc axis, tracks H axis 
Edge 45 from Hb axis, tracks HR axis 
High Hc end away from Hc axis 
Ridge-edge angle = 90  



Demagnetizing Arrays - Ridge 
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Simulation Details 
 

 

5µx5µx1µ sample with 50nmx100x100nm and 50nmx200x200nm grains ~ 
10,000 - 50,000 grains 

Use OOMMF code    

Individual grains modeled without internal structure: no multi-domain grain 

Parameters need to be scaled: 

- Ms naturally scaled with the grain volume    

- K naturally scaled by grain volume, or logarithmically corrected  

- A(scaled) inter-grain exchange is known poorly:  

(1)  Estimate range of A(scaled) – Skomsky theory 

(2)  Explore estimated range of A(scaled) 

  

 



Demagnetizing Arrays - Ridge 
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Scaling A 
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to minimize the total magnetic energy . The calculation is very
similar to that used in [8].
In the continuum limit [2],

(2)

Here we have ignored the influence of the magnetic field, be-
cause and are the leading energy contribution in hard mag-
nets. Similarly, the spin structure at grain boundaries is only
weakly perturbed by dipole interactions [10].
The constraint complicates the minimization

of (1), but for small grain misalignment one can linearize the
problem [10]:

(3a)

where the easy-axis misorientation , and

(3b)

where the perpendicular magnetization component .
Putting (2) into (3a) and (3b) and minimizing the energy with
respect to yields

(4)

Since is discontinuous, we must use the boundary conditions
[2] .
Solving (4) for in the boundary region yields a

magnetization contribution decaying exponentially inside the
grains and a quasidiscontinuity (magnetization jump) in the
grain-boundary region. The fraction of the magnetization
change realized in the grain boundary is

(5)

For , the quasidiscontinuity vanishes ( = 0), whereas
zero intergranular exchange yields .
The energy stored in the grain-boundary region is a mea-

sure for the exchange coupling between the grains. Dividing
by the product . , which describes the degree of grain mis-
alignment, we obtain

(6)

This equation is a grain-boundary analog to the hard-soft result
(1).
The magnetic continuum approximation breaks down on an

atomic length scale [11]. In a layer-resolved analysis, (4) must
be replaced by

(7)

where is the thickness of the atomic layers. However, layer-
resolved and continuum calculations yield very similar results.
Fig. 3 shows a spin structure obtained by solving (7).

Fig. 3. Spin structure in the vicinity of the grain boundary. The jump
amounts to a quasidiscontinuity of the magnetization at the grain boundary.

III. DISCUSSION AND CONCLUSIONS

The effect of the grain-boundary exchange on the magne-
tization depends on whether one considers magnetic equilib-
rium (domains) or nonequilibrium (hysteresis). For example,
random-anisotropy magnets exhibit both ground-state domains
(virgin curve at ) and “dynamic” domains during mag-
netization reversal (corresponding to the major hysteresis loop).
However, the domain size during reversal may be much larger
or much smaller than -dimensional prediction

(8)

where is the grain volume. This equation, which describes the
equilibrium of strongly interacting grains, is obtained by com-
biningwell-known random-anisotropy scaling relationswith the

calculations presented in this work.
Another case is granular thin films characterized by a

common easy-axis direction and a switching-field distribu-
tion. In this case, which is of some relevance in magnetic
recording, there are no ground-state random-anisotropy do-
mains , but micromagnetic localization [12] leads
to the formation of domains during reversal.
It is well-known that intergranular exchange affects the

hysteretic behavior of nanomagnets and leads, for example, to
remanence enhancement. For grain sizes larger than one
can show that sharp interfaces yield an enhancement
scaling as , whereas the smooth boundaries considered in
[10] yield .
In conclusion, we have investigated the effect of reduced in-

teratomic exchange at grain-boundaries. Both the continuum
and layer-resolved calculations, which can be considered as ana-
lytic complements to full-scalemicromagnetic simulations [13],
yield a quasidiscontinuity of the local magnetization. Other re-
sults are the derivation of a micromagnetically well-defined ef-
fective intergranular exchange constant and scaling rela-
tions for the remanence enhancement.
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Grain-Boundary Micromagnetism
R. Skomski, H. Zeng, and D. J. Sellmyer

Abstract—Continuum and layer-resolved calculations are used
to investigate the spin structure in the vicinity of grain boundaries.
Reduced exchange in the grain-boundary region gives rise to a
quasidiscontinuity of the magnetization and yields a perturbation
which decays exponentially inside the grains. An effective inter-
granular exchange is obtained as a micromagnetically well-defined
function of the grain-boundary exchange, and it is discussed how
grain boundaries affect the hysteresis loops of nanostructures.

Index Terms—Anisotropy, grain boundaries, intergranular ex-
change, thin films.

I. INTRODUCTION

THE micromagnetic spin structure at grain boundaries is of
interest in the areas of permanent magnetism, magnetic

recording, soft magnets, and spin-dependent transport. For ex-
ample, inter-granular exchange tends to reduce the storage den-
sity of magnetic recording media but may be favorable in per-
manent magnets [1]–[7].
In permanent magnetism, the rationale is to expand the

limited variety of suitable natural compounds [2], [4], [5], [8].
Based on the assumption of ideal interfaces between hard and
soft grains, record energy products have been predicted in [2],
but in practice it is difficult to realize the theoretical predictions
[4], [5]. One reason is reduced exchange at grain boundaries
[2], [5], [8], because a strong intergranular exchange coupling
is required to synergize the advantages of the phases involved.
On the other hand, the theoretical predictions are very well
satisfied in single-crystalline DyFe /YFe multilayers, which
are characterized by nearly ideal interfaces [9].
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Fig. 1. Top view of a granular thin film (schematic). The arrows show the
magnetization in the middle of each grain, and the no local easy axes may be
aligned (oriented) or random.

Fig. 2. Two neighboring grains. Far away from the boundary, the
magnetization is parallel to the grain easy axes .

in Fig. 1: semihard or hard grains are embedded in an interac-
tion matrix. The intergranular exchange, mediated by the ma-
trix, leads to random-anisotropy correlations (shadowed area)
whose size depends on the strength of the effective in-
tergranular exchange.
The aim of this work is to determine the spin structure in the

vicinity of the grain boundaries and to derive effective intergran-
ular exchange constants from atomic parameters.

II. INTERGRANULAR EXCHANGE

The model is shown in Fig. 2: two adjacent but misaligned
grains, characterized by the bulk exchange , are separated by
a boundary region of exchange and thickness . (In the con-
tinuum approximation, and must be replaced by the respec-
tive exchange stiffnesses and .) The anisotropy constant of
the two grains is , and their easy axes are given by the units
vectors and . To calculate the local magnetization ,
which in general deviates from the easy-axis direction, one has
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Abstract—Continuum and layer-resolved calculations are used
to investigate the spin structure in the vicinity of grain boundaries.
Reduced exchange in the grain-boundary region gives rise to a
quasidiscontinuity of the magnetization and yields a perturbation
which decays exponentially inside the grains. An effective inter-
granular exchange is obtained as a micromagnetically well-defined
function of the grain-boundary exchange, and it is discussed how
grain boundaries affect the hysteresis loops of nanostructures.

Index Terms—Anisotropy, grain boundaries, intergranular ex-
change, thin films.
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grains, characterized by the bulk exchange , are separated by
a boundary region of exchange and thickness . (In the con-
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to minimize the total magnetic energy . The calculation is very
similar to that used in [8].
In the continuum limit [2],

(2)

Here we have ignored the influence of the magnetic field, be-
cause and are the leading energy contribution in hard mag-
nets. Similarly, the spin structure at grain boundaries is only
weakly perturbed by dipole interactions [10].
The constraint complicates the minimization

of (1), but for small grain misalignment one can linearize the
problem [10]:

(3a)

where the easy-axis misorientation , and

(3b)

where the perpendicular magnetization component .
Putting (2) into (3a) and (3b) and minimizing the energy with
respect to yields

(4)

Since is discontinuous, we must use the boundary conditions
[2] .
Solving (4) for in the boundary region yields a

magnetization contribution decaying exponentially inside the
grains and a quasidiscontinuity (magnetization jump) in the
grain-boundary region. The fraction of the magnetization
change realized in the grain boundary is

(5)

For , the quasidiscontinuity vanishes ( = 0), whereas
zero intergranular exchange yields .
The energy stored in the grain-boundary region is a mea-

sure for the exchange coupling between the grains. Dividing
by the product . , which describes the degree of grain mis-
alignment, we obtain

(6)

This equation is a grain-boundary analog to the hard-soft result
(1).
The magnetic continuum approximation breaks down on an

atomic length scale [11]. In a layer-resolved analysis, (4) must
be replaced by

(7)

where is the thickness of the atomic layers. However, layer-
resolved and continuum calculations yield very similar results.
Fig. 3 shows a spin structure obtained by solving (7).

Fig. 3. Spin structure in the vicinity of the grain boundary. The jump
amounts to a quasidiscontinuity of the magnetization at the grain boundary.

III. DISCUSSION AND CONCLUSIONS

The effect of the grain-boundary exchange on the magne-
tization depends on whether one considers magnetic equilib-
rium (domains) or nonequilibrium (hysteresis). For example,
random-anisotropy magnets exhibit both ground-state domains
(virgin curve at ) and “dynamic” domains during mag-
netization reversal (corresponding to the major hysteresis loop).
However, the domain size during reversal may be much larger
or much smaller than -dimensional prediction

(8)

where is the grain volume. This equation, which describes the
equilibrium of strongly interacting grains, is obtained by com-
biningwell-known random-anisotropy scaling relationswith the

calculations presented in this work.
Another case is granular thin films characterized by a

common easy-axis direction and a switching-field distribu-
tion. In this case, which is of some relevance in magnetic
recording, there are no ground-state random-anisotropy do-
mains , but micromagnetic localization [12] leads
to the formation of domains during reversal.
It is well-known that intergranular exchange affects the

hysteretic behavior of nanomagnets and leads, for example, to
remanence enhancement. For grain sizes larger than one
can show that sharp interfaces yield an enhancement
scaling as , whereas the smooth boundaries considered in
[10] yield .
In conclusion, we have investigated the effect of reduced in-

teratomic exchange at grain-boundaries. Both the continuum
and layer-resolved calculations, which can be considered as ana-
lytic complements to full-scalemicromagnetic simulations [13],
yield a quasidiscontinuity of the local magnetization. Other re-
sults are the derivation of a micromagnetically well-defined ef-
fective intergranular exchange constant and scaling rela-
tions for the remanence enhancement.
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Sweeping with Exchange A – Zooming to Transition 



Demagnetizing Arrays - Ridge Strong Exchange creates  
Reversal by Domain growth, Explains boomerangs 

 

 H 

HR 

- Left facing boomerang FORCs observed for A(scaled) >2x10-9 J/m 
 
- Proposition: Boomerangs indicate reversal by  
      exchange-driven domain wall growth 

- Relatively strong inter-grain exchange, A’/A > 0.1  
     needed to explain boomerang FORCs 
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Diagnostics of Energy Terms 

For A > 3x10-9 J/m 
E(exchange) ~ E(dipolar) 
 
Evidence for importance 
of exchange, but not 
decisive 
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Energy FORCs 
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Energy FORC Diagram 

The FORC of 
Anisotropy closely 
tracks the FORC of the 
Exchange 
 
Anisotropy and 
Exchange may be 
viewed as acting 
together 
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Diagnostics of Energy Terms 

For A > 3x10-9 J/m 
E(exchange)+E(anisotropy) 
> E(dipolar) 
 
Evidence that exchange is 
important driver of reversal 
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The Physics of Boomerangs: Ridge || H axis 

First/smallest HR: 
(1) Large down-flip avalanche at specific HR: the 

first nucleated down-flip domain rapidly 
propagates, as the exchange coupling from the 
already down-flipped spins drives the rapid 
domain wall propagation 

(2) The up-flip along first FORC is not by avalanche, 
as the up-flipping domains see a multi-domain 
background. Up-flip events occur through a 
range of H fields  

 
Ridge forms in FORC, at smallest HR, parallel to H  

Down-flip: single large avalanche at specific HR      
Up-flip: sequential flips over a range of H 

    Wishbone: ridge parallel to Hc  
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The Physics of Boomerangs: Edge || HR axis 

Larger HRs: Mirror image of ridge 
(1) Major loop up-flips by large avalanche at 

specific H, as the exchange coupling from the 
already up-flipped spins drives the domain 
wall propagation 

(2) FORCs close to down-saturation: their down-
flip was not accelerated by exchange, so it 
took place over a range of HRs. 

 
      When these few down-flipped domains up-
flip, they propagate across a largely down-flipped 
region, so the exchange drives the domain wall 
propagation in an avalanche largely similar to the 
avalanche of the major loop: occurs at single H. 
 
Edge forms in FORC, larger HRs, parallel to HR  
      
Down-flip: occurred at a range of HR 
Up-flip: single large avalanche at specific H      
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The Physics of Boomerangs: Negative Region 

FORC slope 
increases: positive 
FORC amplitude: 
ridge 
 
FORC slope 
decreases 
because of 
magnetizing right 
shift of up-flip 
field: negative 
FORC amplitude 
 
FORC slope 
increases: positive 
FORC amplitude: 
edge 

platelet shaped sample as shown in Fig. 2(d). Remarkably
the FORC of the platelet sample reveals a simple structure of
a well defined peak broadened in two directions into a ridge
in a correlated manner as captured by the curvature of the
ridge, which yields itself to a much more transparent physi-
cal interpretation. Figure 2(d) closely resembles the FORC
diagram measured for the same magnetic material directly in
a platelet shape.

Figure 3 shows FORC curves simulated for a cubic sam-
ple. First order reversal curves were computed for 64 grains
with a diameter of 1 mm. The first-order anisotropy constants
K for each grain were taken randomly from a Gaussian distri-
bution with a mean of <K>¼ 4.2 MJ/m3 and a rK/<K> of
10%. The magnetization is m0Ms¼ 1.61 T and the exchange
constant is A¼ 7.7 pJ/m3. The thickness of the distorted
layer at grain boundaries is t¼ 0.51 nm. The easy axes were
uniformly distributed within a cone. The opening angle of
the cone is adjusted in order to achieve a given degree of
alignment f, where f ¼

P64
i¼1 cosðhiÞ=64 and hi is the mis-

alignment angle of grain i. The first order reversal curves
were averaged over 5 different realizations of K distributions
and then desheared with a demagnetizing factor of N¼ 0.33
as the experimental FORCs. The resulting FORC diagrams

are shown in Fig. 3. The resemblance between the measured
and the simulated FORCs is striking, suggesting that the
simulated model is capturing the physics of the experimental
samples with high fidelity.

Figure 3(a) shows magnet with medium degree of align-
ment of f¼ 0.83 and Fig. 3(b) shows the result for a magnet
with the same grain structure but an alignment of f¼ 0.93.
Visibly, increasing alignment increased the average value
of the coercivity distribution and decreased the width of this
distribution, both of them desirable for improving magnet per-
formance. Here a note of caution that our simulations do not
include thermal fluctuations, which may lead to a lower aver-
age coercive field at better alignments.
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Abstract

The grain boundary diffusion process using an Nd70Cu30 eutectic alloy has been applied to hot-deformed anisotropic Nd–Fe–B mag-
nets, resulting in a substantial enhancement of coercivity, from 1.5 T to 2.3 T, at the expense of remanence. Scanning electron microscopy
showed that the areal fraction of an Nd-rich intergranular phase increased from 10% to 37%. The intergranular phase of the hot-
deformed magnet initially contained !55 at.% ferromagnetic element, while it diminished to an undetectable level after the process.
Microscale eutectic solidification of Nd/NdCu as well as a fine lamellae structure of Nd70(Co,Cu)30/Nd were observed in the intergran-
ular phase. Micromagnetic simulations indicated that the reduction of the magnetization in the intergranular phases leads to the
enhancement of coercivity in agreement with the experimental observation.
! 2013 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.

Keywords: Permanent magnets; Nd–Fe–B; Coercivity; Grain boundary; Atom probe tomography

1. Introduction

The coercivities of ferromagnetic materials are the
extrinsic properties that can be controlled by the micro-
structure, such as the grain size and intergrain magnetic
couplings [1–6]. The magnetic isolation of hard magnetic
grains has been considered to be effective in increasing
the coercivities of permanent magnets. Sepehri-Amin
et al. [7] and Mishima et al. [8] independently demonstrated
that the coercivity of hydrogen–disproportionation–
desorption–recombination (HDDR)-processed Nd–Fe–B
powder can be substantially enhanced by the diffusion of

Nd–Cu eutectic alloy through grain boundaries (GBs).
The Nd–Cu eutectic alloy melts at about 520 "C, which dif-
fuses into the nanocrystalline HDDR powder through
GBs, thereby increasing the Nd concentration in the thin
amorphous layers along GBs (intergranular phase). The
presence of such an intergranular phase is considered to
weaken the intergrain exchange coupling, resulting in the
enhanced coercivity. Although the diffusion process has
been known using heavy rare earth elements (HRE) such
as Dy and Tb [9–12], the new process is unique in the sense
that HRE are not required. However, considering the fine
grain size of the HDDR powders that is comparable to
the single domain size of the Nd2Fe14B phase, !250 nm,
the coercivity of 2.0 T achieved by the Nd–Cu GB diffusion
process appears to still be too small [13].

1359-6454/$36.00 ! 2013 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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in the figure. The magnetic domain walls within the Nd2-

Fe14B grains move in a low magnetic field of 0.05 T in
the hot-deformed sample, and appear to be pinned by the
intergranular phase. On the other hand, the magnetic
domain walls do not move up to 0.07 T in the diffusion-
processed sample. Qualitative comparison of the magnetic
domain wall motion observation using Lorentz microscopy
shows that the intergranular phase in the diffusion-pro-
cessed sample has a stronger pinning force than the hot-
deformed sample.

In order to understand the role of the thin intergranular
phases on the magnetization reversal process and coerciv-
ity, micromagnetic simulation was performed using a
geometry similar to the experimental observation, as
shown in Fig. 12(a), in which four of the grains are indi-
cated with red and blue colors to show the grain morphol-
ogy. The c-axes of the Nd2Fe14B grains are aligned parallel
to the Z direction within ±15! random misalignment. This
random misalignment was calculated from the c-axis devi-
ation of Nd2Fe14B grains compared to the hot-deformation
direction from the BF TEM images shown in Fig. 4. The
GBs in the geometry was modeled based on the TEM
and 3DAP analysis results. The intergranular phase layers

lying parallel to the flat surface of the platelets were
assumed to be paramagnetic, with a thickness of 10 nm.
The thickness of the intergranular phase layer located at
the sides of the Nd2Fe14B platelets (parallel to the c-axis)
was varied: one was less than 5 nm thick and the other
was greater than 5 nm thick. The magnetization of the
intergranular phase decorating the sides of the platelets
was varied from 0.0 T for the thick one (thicker than
5 nm) to 0.5 T for the thin ones (thinner than 5 nm). No
report on the exchange stiffness value of the thin amor-
phous intergranular phase of hot-deformed Nd–Fe–B mag-
nets has been published. Here, we assumed that the
exchange stiffness of the intergranular phase, with a slight
segregation of Nd, is 8 pJ m!1, which is slightly less than
that of the Nd2Fe14B phase (12 pJ m!1). Fig. 12(b) shows
the demagnetization curve of the modeled samples with dif-
ferent magnetizations of the thin intergranular phase. The
coercivity of the modeled hot-deformed sample increases
from 3.2 T to 3.6 T by the reduction of the magnetization
of the thin intergranular phase. The nucleation field also
increases, from 2.5 T to 3.2 T. Fig. 12(c) and (d) show
the magnetization configuration at the nucleation fields
(indicated as 1 and 2 in Fig. 12(b)) in the models. In the
case of the sample containing a ferromagnetic thin inter-
granular phase, the magnetization reversal occurs from
the soft intergranular phase penetrating into the Nd2Fe14B
hard phase at a low magnetic field of -2.5 T (Fig. 12(c)). On
the other hand, the nucleation of reversed domains starts
from the triple junctions of the Nd2Fe14B grains at a higher
magnetic field, of -3.2 T, when the intergranular phase is
non-ferromagnetic (Fig. 12(d)).

4. Discussion

A thick layer of the Nd-rich intergranular phase forms
along the GBs in the diffusion-processed sample at higher
Nd concentrations (Figs. 3, 4, 8 and 9). In addition, EDS
maps and 3DAP results have shown that two types of inter-
granular phase exist in the triple junctions of the diffusion-
processed sample: one has an Nd:Cu ratio of almost 1:1
and the other comprises lamellae of Nd and Nd70(-
Co,Cu)30. By soaking the hot-deformed magnet into an
Nd70Cu30 melt at a temperature of 600 !C, the Nd–Cu melt
infiltrates into the hot-deformed magnet through GBs.
According to the phase diagram of Nd and Cu, the NdCu
phase and the metallic Nd phase are expected to form by a
eutectic reaction [30]. In addition, the lamellar structure of
metallic Nd and Nd70(Co,Cu)30 found in some of the inter-
granular phases of the diffusion-processed sample
(Fig. 6(b)) is due to the eutectic solidification of Nd and
Nd70(Co,Cu)30 [31].

Mishra [15] reported that the aligned platelet structure
of Nd2Fe14B grains is developed by the hot deformation
of rapidly solidified Nd–Fe–B ribbons at elevated tem-
peratures. In fact, the growth of Nd2Fe14B grains along
c-planes can occur even without applying any pressure
[32]. This suggests that the growth rate in the direction

Fig. 11. Fresnel images of (a) the hot-deformed sample under 0.0, 0.015
and 0.053 T applied magnetic fields and (b) the diffusion-processed sample
under 0.0, 0.016 and 0.07 T applied magnetic fields.
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Hot-deformed Nd–Fe–B magnets manufactured by hot-
deforming isotropic melt-spun ribbons comprise small
platelet-shaped Nd2Fe14B grains of about 300 nm diameter
and 80 nm thickness. The grains have a strong crystallo-
graphic texture along the c-axis, the easy axis for magneti-
zation [14,15]. Hence, the high remanent magnetization
(l0Mr), comparable to that of commercial Nd–Fe–B sin-
tered magnets (l0Mr = 1.4 T), can be achieved in hot-
deformed magnets [16,17]. Although the highest reported
value of the coercivity of anisotropic hot-deformed Nd–
Fe–B magnets without Dy is l0Hc ! 1.8 T [18], the ultra-
fine grain size that is comparable to the single domain size
suggests that there is a further possibility of achieving
much higher coercivity by microstructure optimization
[13,19]. Lewis et al. [20,21] reported that the reason for
the low coercivity of hot-deformed Nd–Fe–B magnets is
the presence of a ferromagnetic intergranular phase that
contains high amounts of ferromagnetic elements, i.e. Fe
and Co. Hence, the coercivity is considered to be enhanced
further by modifying the intergranular phase to non-ferro-
magnetic. Fuerst and Brewer [22] demonstrated that coer-
civity can be partially enhanced by mixing melt-spun
ribbons with Zn and Cu prior to the hot deformation, pre-
sumably because of the segregation of these elements at
GBs. Also, using atom probe tomography, Liu et al. [18]
have shown that the coercivity of hot-deformed magnets
has a good correlation with the amount of Nd in the inter-
granular phase. In this work, we controlled the concentra-
tion of Fe and the thickness of the intergranular phase in
anisotropic hot-deformed Nd–Fe–B magnets to further
enhance the coercivity. Thereafter, we discuss the mecha-
nism of the coercivity enhancement based on the detailed
microstructure characterization by scanning electron
microscopy (SEM), transmission electron microscopy
(TEM), atom probe tomography and micromagnetic
simulation.

2. Experimental procedure

Melt-spun Nd–Fe–B-based alloy ribbons with a nomi-
nal composition of Nd14Fe76Co3.4B6Ga0.6 (at.%) were pre-
pared using the melt-spinning technique. The melt-spun
ribbons were crushed into powders with a 100–300 lm
diameter. The crushed powders were consolidated at
600 !C for 30 min in a u10 mm die under a uniaxial pres-
sure of 100 MPa. The hot-pressed sample was hot-
deformed to 80% height reduction. The hot-deformed mag-
net of 5 " 5 " 1 mm3 was soaked into the molten Nd–Cu
alloy at 600 !C for 120 min to infiltrate the Nd–Cu alloy
melt into the GBs. Hereinafter, this sample is called the dif-
fusion-processed sample.

The magnetic properties of the samples were measured
using a superconducting quantum interface device vibrat-
ing sample magnetometer. TEM was performed using a
Tecnai G2 F30 transmission electron microscope and a
Titan G2 80–200 transmission electron microscope with a
probe corrector. Energy-dispersive X-ray spectroscopy

(EDS) was conducted in Titan G2 80–200 transmission
electron microscope using a Super-X energy-dispersive X-
ray detector. Three-dimensional atom probe (3DAP) anal-
ysis was carried out using a locally built laser-assisted
three-dimensional atom probe to study the compositions
of the intergranular phases and the Nd-rich grains. The
specimens for the 3DAP analysis was prepared by a
focused ion beam (Hitachi FB-2100) and a CrossBeam
1540EsB using the lift-out method.

Finite element micromagnetic simulations were per-
formed to study the effect of the magnetization of the inter-
granular phase layer on the magnetization reversal of
modeled samples comprising platelet-shaped grains with a
mean grain size of 250 ± 70 nm in width and
120 ± 30 nm in height. The saturation magnetization
(l0Ms), the magnetocrystalline anisotropy (K1) and the
exchange stiffness (A) of the Nd2Fe14B phase were chosen
to be 1.61 T, 4.5 MJ m#3 and 12 pJ m#1, respectively [23].
Based on the microstructure studies, two types of the inter-
granular phases exist: one with a thickness of less than or
equal to 5 nm and the other with a thickness of larger than
5 nm. The thick intergranular phase was assumed to be
non-magnetic. The K1 of the thin intergranular phase was
chosen to be 0 MJ m#3. The l0Ms and A of the thin inter-
granular phase were varied from 0.5 T and 8 pJ m#1 to 0 T
and 0 pJ m#1. Tetrahedron meshes with a maximum size of
2.5 nm were applied for the GBs, which grow to a maxi-
mum value of 15 nm in Nd2Fe14B grains, and the Lan-
dau–Lifshitz–Gilbert equation at each node was solved
using FEMME software [24].

3. Results

3.1. Magnetic properties

Fig. 1 shows the magnetization curves of the
hot-deformed and Nd–Cu diffusion-processed samples.
The coercivity (l0Hc) of the hot-deformed sample was
enhanced from 1.5 T to 2.3 T after the diffusion process,

Fig. 1. Magnetization curves of the hot-deformed and Nd–Cu diffusion-
processed magnets.
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in the figure. The magnetic domain walls within the Nd2-

Fe14B grains move in a low magnetic field of 0.05 T in
the hot-deformed sample, and appear to be pinned by the
intergranular phase. On the other hand, the magnetic
domain walls do not move up to 0.07 T in the diffusion-
processed sample. Qualitative comparison of the magnetic
domain wall motion observation using Lorentz microscopy
shows that the intergranular phase in the diffusion-pro-
cessed sample has a stronger pinning force than the hot-
deformed sample.

In order to understand the role of the thin intergranular
phases on the magnetization reversal process and coerciv-
ity, micromagnetic simulation was performed using a
geometry similar to the experimental observation, as
shown in Fig. 12(a), in which four of the grains are indi-
cated with red and blue colors to show the grain morphol-
ogy. The c-axes of the Nd2Fe14B grains are aligned parallel
to the Z direction within ±15! random misalignment. This
random misalignment was calculated from the c-axis devi-
ation of Nd2Fe14B grains compared to the hot-deformation
direction from the BF TEM images shown in Fig. 4. The
GBs in the geometry was modeled based on the TEM
and 3DAP analysis results. The intergranular phase layers

lying parallel to the flat surface of the platelets were
assumed to be paramagnetic, with a thickness of 10 nm.
The thickness of the intergranular phase layer located at
the sides of the Nd2Fe14B platelets (parallel to the c-axis)
was varied: one was less than 5 nm thick and the other
was greater than 5 nm thick. The magnetization of the
intergranular phase decorating the sides of the platelets
was varied from 0.0 T for the thick one (thicker than
5 nm) to 0.5 T for the thin ones (thinner than 5 nm). No
report on the exchange stiffness value of the thin amor-
phous intergranular phase of hot-deformed Nd–Fe–B mag-
nets has been published. Here, we assumed that the
exchange stiffness of the intergranular phase, with a slight
segregation of Nd, is 8 pJ m!1, which is slightly less than
that of the Nd2Fe14B phase (12 pJ m!1). Fig. 12(b) shows
the demagnetization curve of the modeled samples with dif-
ferent magnetizations of the thin intergranular phase. The
coercivity of the modeled hot-deformed sample increases
from 3.2 T to 3.6 T by the reduction of the magnetization
of the thin intergranular phase. The nucleation field also
increases, from 2.5 T to 3.2 T. Fig. 12(c) and (d) show
the magnetization configuration at the nucleation fields
(indicated as 1 and 2 in Fig. 12(b)) in the models. In the
case of the sample containing a ferromagnetic thin inter-
granular phase, the magnetization reversal occurs from
the soft intergranular phase penetrating into the Nd2Fe14B
hard phase at a low magnetic field of -2.5 T (Fig. 12(c)). On
the other hand, the nucleation of reversed domains starts
from the triple junctions of the Nd2Fe14B grains at a higher
magnetic field, of -3.2 T, when the intergranular phase is
non-ferromagnetic (Fig. 12(d)).

4. Discussion

A thick layer of the Nd-rich intergranular phase forms
along the GBs in the diffusion-processed sample at higher
Nd concentrations (Figs. 3, 4, 8 and 9). In addition, EDS
maps and 3DAP results have shown that two types of inter-
granular phase exist in the triple junctions of the diffusion-
processed sample: one has an Nd:Cu ratio of almost 1:1
and the other comprises lamellae of Nd and Nd70(-
Co,Cu)30. By soaking the hot-deformed magnet into an
Nd70Cu30 melt at a temperature of 600 !C, the Nd–Cu melt
infiltrates into the hot-deformed magnet through GBs.
According to the phase diagram of Nd and Cu, the NdCu
phase and the metallic Nd phase are expected to form by a
eutectic reaction [30]. In addition, the lamellar structure of
metallic Nd and Nd70(Co,Cu)30 found in some of the inter-
granular phases of the diffusion-processed sample
(Fig. 6(b)) is due to the eutectic solidification of Nd and
Nd70(Co,Cu)30 [31].

Mishra [15] reported that the aligned platelet structure
of Nd2Fe14B grains is developed by the hot deformation
of rapidly solidified Nd–Fe–B ribbons at elevated tem-
peratures. In fact, the growth of Nd2Fe14B grains along
c-planes can occur even without applying any pressure
[32]. This suggests that the growth rate in the direction

Fig. 11. Fresnel images of (a) the hot-deformed sample under 0.0, 0.015
and 0.053 T applied magnetic fields and (b) the diffusion-processed sample
under 0.0, 0.016 and 0.07 T applied magnetic fields.
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